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Abstract 
Traditional feature weight calculations do not consider the distribution of terms among classes or 
within a class so that the feature weight cannot accurately represent the meaning of texts. To 
overcome this problem, modified feature weight calculations have been widely used to improve the 
quality of text classifications. In spite of this, there still exist several challenges, such as only 
considering the distribution of terms within a class, or only considering the distribution of terms 
among classes, and without considering the impact of noise on features in text. In this paper, we 
propose an adjustment method based on self-adaptive Gaussian filter template (SAGFT) to solve 
the problem mentioned above. The new technique, SAGFT, includes a self-adaptive parameter that 
is trained with a corpus, and the self-adaptive parameter also is used to create new subsets within a 
class according to current texts. The self-adaptive Gaussian filter template is treated as an adjuster 
which can adjust text feature weights based on the distribution of text features in text space.  
 
To demonstrate its achievement, SAGFT is tested separately with four feature selection algorithms, 
three methods of feature weighting, two methods of similarity calculation and three classifiers in R8 
single-label corpora. Results suggest that the application of SAGFT increased the performance of 
the classifier. Based on the statistical studies, the new method clearly offers a greater performance 
than the method without using SAGFT in the majority of tested cases. 
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